
Instability of two-species interfaces via vibration

Benjamin A. Wilfong∗

Georgia Institute of Technology, Atlanta, GA, 30332 USA

Ryan M. McMullen† and Timothy Koehler‡

Sandia National Laboratories, Albuquerque, NM, 87185-0840 USA

Spencer H. Bryngelson§

Georgia Institute of Technology, Atlanta, GA, 30332 USA

Vibrating liquid–gas interfaces can break up due to hydrodynamic instability, resulting in
gas injection into the liquid below it. The bubble injection phenomena can alter fluid-structural
properties of mechanical assemblies and modify fuel composition. The primary Bjerknes force
describes the seemingly counter-intuitive phenomenon that follows: gas bubbles sinking against
buoyancy forces. The interface breakup that initializes the injection phenomenon is poorly
understood and, as we show, depends on multiple problem parameters, including vibration
frequency. This work uses an augmented 6-equation diffuse interface model with body forces
and surface tension to simulate the initial breakup process. We show that a liquid–gas interface
can inject a lighter gas into a heavier liquid, and that this process depends on parameters like
the vibration frequency, vibration magnitude, and initial perturbation wavelength.

I. Introduction
The phases of multiphase fluid systems are often initially well-separated by an interface and become intermingled

when the interface breaks up due to some form of agitation. The details of the interface breakup process can significantly
impact the system’s long-term behavior. For example, it can determine the efficacy of multiphase reactors [1] and is a
necessary step in the formation of emulsions [2]. In other situations, interface breakup may be undesirable. Liquid-filled
mechanical assemblies often contain a small amount of gas, and the breakup of the liquid-gas interface can result
in unintended gas transport, drastically changing the fluid-structural behavior of the assembly [3, 4]. Consequently,
understanding how interfaces break up is essential to predicting the behavior of multiphase fluid systems. Despite this
fact, the physics of multiphase interface breakup is poorly understood.

This work presents linear stability analysis of three gravity-driven instabilities to guide two-dimensional simulations
of liquid-gas interfaces subject to oscillatory accelerations. The results of this linear stability analysis suggest that the
dominant mode of interface instability changes with different parameters of the initial perturbation and the applied
oscillatory acceleration. The resulting growth rates inform which parameter sets should be simulated. Simulation results
show that interface breakup for a given set of perturbation wavelengths and oscillation magnitude and frequency are
only weakly dependent on the nature of periodic perturbation of the initial interface. The invariance of growth rate over
several realizations of initial perturbations defined by smooth random noise is also observed.

We use a 6-equation diffuse interface model augmented with a surface tension model to perform full-resolution
simulations of the early stages of liquid–gas interface breakup. A shock-capturing finite-volume scheme solves the
diffuse interface model. The model is solved using HLL-type approximate Riemann solvers [5], high-order accurate
WENO reconstructions [6], and high-order total variation diminishing (TVD) Runge–Kutta time steppers.

II. Theoretical Representation
Linear stability analysis of gravity-driven hydrodynamic instabilities provides insight into the rate at which early-stage

growth should occur. The following sections detail the stability analysis of three instabilities: (1) Faraday instability, (2)
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Rayleigh–Taylor instability with constant acceleration, and (3) Rayleigh–Taylor instability with oscillatory acceleration.
Analyzing these instabilities identifies unstable regions in wavelength perturbation–oscillation period phase-space.

A. Linear Stability Analysis of the Faraday Instability
Consider an interface between a heavy and light fluid subject to the oscillatory acceleration

𝑎 = 𝑎𝑏 + 𝑎𝑑 sin(𝜔𝑡)

where 𝑎𝑏 is the constant background acceleration, taken to be 𝑎𝑏 = 𝑔 = 9.81 m/s2, 𝑎𝑑 is the magnitude of the oscillatory
component, and 𝜔 is the frequency of the oscillatory component. Floquet theory suggests [7] that, for a fluid of infinite
depth, the oscillatory acceleration 𝑎𝑑 required to excite a perturbation with wavenumber 𝑘 at a growth rate 𝑠 in a heavy
fluid with density 𝜌, surface tension coefficient 𝜎, and kinematic viscosity 𝜈 is given by

𝑎𝑑 (𝑘, 𝜔, 𝑠) = ±
©­­«
|𝐴1 |2 + (𝐴0𝐴1 + 𝐴0𝐴1)

2|𝐴0 |2 |𝐴1 |2
±

√√√(
|𝐴1 |2 + (𝐴0𝐴1 + 𝐴0𝐴1))

2|𝐴0 |2 |𝐴1 |2

)2

− 1
|𝐴0 |2 |𝐴1 |2

ª®®¬
−1/2

where
𝐴𝑛 =

2
𝑘

[
𝑎𝑏𝑘 +

𝜎

𝜌
𝑘3 + 𝜈2

(
𝑞4
𝑛 + 2𝑞2

𝑛𝑘
2 − 4𝑞𝑛𝑘3 + 𝑘4

)]
and

𝑞2
𝑛 = 𝑘2 + 1

𝜈
[𝑠 + i(𝛼 + 𝑛)𝜔] ,

where the positive root is taken by convention and 𝛼 is taken to be 1/2 to extract the sub-harmonic response. A
perturbation wavelength-oscillation period phase space showing the growth rate given a target driving frequency
magnitude 𝑎𝑡 can be computed by solving the minimization problem

𝑠 = arg min
𝑠

|𝑎𝑑 (𝑘, 𝜔, 𝑠) − 𝑎𝑡 |.

using the simplex search method of Lagarias et al. [8].

B. Linear Stability Analysis of the Rayleigh–Taylor Instability with Constant Acceleration
The following analysis requires the introduction of the nondimensional Atwood number, defined as

At =
𝜌ℎ + 𝜌𝑙

𝜌ℎ − 𝜌𝑙
,

where 𝜌ℎ and 𝜌𝑙 are the densities of the heavier and lighter fluid respectively. A force balance at the perturbed interface
between two fluids subject to a constant acceleration yields the following equation for the interface displacement 𝜁 , [9]

¥𝜁 = At𝑘𝑎𝑏𝜁 −
(𝜇ℎ + 𝜇𝑙)

𝜌ℎ
(1 + At)𝑘2 ¤𝜁 − 𝜎𝑘3 (1 + At)

2𝜌ℎ
𝜁, with 𝜁 (0) = 𝜖, ¤𝜁 (0) = 0, (1)

where additional fluid properties 𝜇ℎ and 𝜇𝑙 correspond to the dynamic viscosity of the heavier and lighter fluid,
respectively, and 𝜖 is the small initial displacement of the interface. The corresponding asymptotic growth rate is given
by the larger of the two roots of

𝛾2
𝑐 +

𝜇1 + 𝜇2
𝜌2

(1 + At)𝑘2𝛾𝑐 −
[
At𝑘𝑔 − 𝜎𝑘2 (1 + At)

2𝜌2

]
= 0.

This relationship for the growth rates results from writing eq. (1) as a system of linear first-order differential equations
and solving for the eigenvalues.
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Fig. 1 The dominant growth mechanism in perturbation wavelength–oscillation period phase-space for oscillating
acceleration with 𝒂𝒅 = 64𝒈

C. Linear Stability Analysis of the Rayleigh–Taylor Instability with Oscillatory Acceleration
Augmenting the force balance of section II.B with an additional oscillatory acceleration yields the following equation

for the interface displacement

¥𝜁 = At 𝑘 (𝑎𝑏 + 𝑎𝑑 sin(𝜔𝑡))𝜁 − (𝜇1 + 𝜇2)
𝜌2

(1 + At)𝑘2 ¤𝜁 − 𝜎𝑘3 (1 + At)
2𝜌2

𝜁, with 𝜁 (0) = 𝜖, ¤𝜁 (0) = 0.

The resulting system of first-order differential equations with periodic coefficients is

𝜕

𝜕𝑡
𝜻 =

𝜕

𝜕𝑡

(
𝜁

¤𝜁

)
=


0 1

At 𝑘 (𝑎𝑏 + 𝑎𝑑 sin(𝜔𝑡)) − 𝜎𝑘3 (1 + At)
2𝜌ℎ

− (𝜇ℎ + 𝜇𝑙)
𝜌ℎ

(1 + At)𝑘2


(
𝜁

¤𝜁

)
.

The monodromy matrix M can be found by advancing this system of ordinary differential equations in time for one
period of oscillation (with period 𝑡𝑝) with initial conditions 𝜻 (1)

𝑡=0 = [1 0]⊤ and 𝜻 (2)
𝑡=0 = [0 1]⊤ and storing the results

at 𝑡 = 𝑡𝑝 as the columns of M =

[
𝜻 (1)
𝑡=𝑡𝑝

𝜻 (2)
𝑡=𝑡𝑝

]
. Floquet theory [10] suggests that for a system of ordinary differential

equations with periodic coefficients, the solution at time 𝑡 + 𝑡𝑝 can be determined from the solution at time 𝑡 via the
relationship

𝜻 (𝑡 + 𝑡𝑝) = 𝜻 (𝑡)M.

The monodromy matrix eigenvalues exp(𝜇𝑖) are the Floquet multipliers. If 𝑡 is zero, the Floquet multipliers associated
with time-advancing ODE for one period of oscillation with initial conditions 𝜻 (1)

𝑡=0 and 𝜁
(2)
𝑡=0 specify the geometric growth

of the initial condition over a time period of 𝑡𝑝. The growth rate of the Rayleigh-Taylor instability with oscillatory
acceleration, 𝛾𝑑 , is thus given by 𝛾𝑑 = max𝑖 Re

(
ln(exp(𝜇𝑖))/𝑡𝑝

)
.

D. Stability Regimes
Exponential growth rates are used to visualize the phase space formed by the wavelength of the initial perturbation

and the period of the oscillatory acceleration. They also indicate how different combinations of initial perturbation
wavelength and period of oscillation at a given oscillating acceleration magnitude might affect the dominant instability,
leading to interface breakup.

Figure 1 shows the dominant mode of instability in this phase space for an oscillatory acceleration with magnitude
𝑎𝑑 = 64𝑔. Note that while we include the stability analysis for the Rayleigh–Taylor instability without an oscillatory
acceleration for completeness, no combination of perturbation wavelength and oscillation period in this limited
phase-space results in Rayleigh–Taylor with constant acceleration being the dominant mechanism of instability. The
growth rates for the Rayleigh–Taylor instability with and without oscillation converge in the limit of long oscillation
periods. At the oscillation frequencies in fig. 1, the high-amplitude oscillatory acceleration makes the background
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acceleration driving the Rayleigh–Taylor instability with constant acceleration relatively insignificant, which explains
why it doesn’t appear as a dominant mode of instability in the presented phase space.

III. Physical Model
We utilize reduced Baer–Nunziato [11] type models to model multiphase flows via a diffuse interface capturing

method. These methods allow for artificial diffusion between fluids at material interfaces but alleviates the need for
careful mesh management, multiple flow solvers, and unique treatments to ensure conservation required by interface
tracking schemes [12].

A. The 6-equation Model
The complete disequilibrium Baer–Nunziato model can be reduced to the 6-equation model of Saurel [13] by

assuming velocity equilibrium between species. For two fluids, this model is

𝜕𝛼𝑖𝜌𝑖

𝜕𝑡
+ ∇ · (𝛼𝑖𝜌𝑖𝒖) = 0,

𝜕𝜌𝒖

𝜕𝑡
+ ∇ · (𝜌𝒖𝒖 + 𝑝𝑰) = 0.

𝜕𝛼1𝜌1𝑒1
𝜕𝑡

+ ∇ · (𝛼1𝜌1𝑒1𝒖) + 𝛼1𝑝1 · ∇𝒖 = −𝜇𝑝𝐼 (𝑝2 − 𝑝1),

𝜕𝛼2𝜌2𝑒2
𝜕𝑡

+ ∇ · (𝛼1𝜌2𝑒2𝒖) + 𝛼2𝑝2 · ∇𝒖 = −𝜇𝑝𝐼 (𝑝1 − 𝑝2),

𝜕𝛼1
𝜕𝑡

+ 𝒖 · ∇𝛼1 = 𝜇(𝑝1 − 𝑝2)

where 𝜌 and 𝒖 are the mixture density and velocity and 𝑝𝑖 , 𝛼𝑖 , 𝜌𝑖 , and 𝑒𝑖 are the pressure, volume fraction, density, and
internal energy of species 𝑖. The model is closed using the stiffened gas equation of state, which defines the pressure 𝑝𝑖
in phase 𝑖 as

𝑝𝑖 = (𝛾𝑖 − 1)𝜌𝑖𝑒𝑖 − 𝛾𝑖𝜋∞,𝑖

where 𝛾𝑖 and 𝜋∞,𝑖 are the ratio of specific heats and liquid stiffness in species 𝑖 respectively. The stiffened gas equation
of state is known to faithfully model many liquids and gases [14]. The interfacial pressure 𝑝𝐼 is given by

𝑝𝐼 =
𝑧2𝑝1 + 𝑧1𝑝2

𝑧1 + 𝑧2
,

where 𝑧𝑖 = 𝜌𝑖𝑐𝑖 is the acoustic impedance of phase 𝑖 with speed of sound 𝑐𝑖 , given by

𝑐𝑖 =

√︄
𝛾𝑖 (𝑝𝑖 + 𝜋∞,𝑖)

𝜌𝑖
.

The mixture density 𝜌 is closed by the usual mixing rule

𝜌 =
∑︁
𝑖

𝛼𝑖𝜌𝑖 .

B. Adding Body Forces and Surface Tension
Surface tension is introduced via the model of Schmidmayer et al. [15]. The capillary stress tensor 𝛀 is given by

𝛀 = −𝜎
(
∥∇𝑐∥𝑰 − ∇𝑐 ⊗ ∇𝑐

∥∇𝑐∥

)
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where 𝜎 is the surface tension coefficient and 𝑐 a color function, where 𝑐 = 0 in the first species, and 1 in the second.
The 6-equation model with body forces and surface tension for two fluids is then

𝜕𝛼𝑖𝜌𝑖

𝜕𝑡
+ ∇ · (𝛼𝑖𝜌𝑖𝒖) = 0,

𝜕𝜌𝒖

𝜕𝑡
+ ∇ · (𝜌𝒖𝒖 + 𝑝𝑰 +𝛀) = −𝜌𝒈,

𝜕𝛼1𝜌1𝑒1
𝜕𝑡

+ ∇ · (𝛼1𝜌1𝑒1𝒖) + 𝛼1𝑝1 · ∇𝒖 = −𝜇𝑝𝐼 (𝑝2 − 𝑝1),

𝜕𝛼2𝜌2𝑒2
𝜕𝑡

+ ∇ · (𝛼1𝜌2𝑒2𝒖) + 𝛼2𝑝2 · ∇𝒖 = −𝜇𝑝𝐼 (𝑝1 − 𝑝2),

𝜕 (𝜌𝐸 + 𝜀0)
𝜕𝑡

+ ∇ · ((𝜌𝐸 + 𝜀0 + 𝑃)𝒖 +𝛀 · 𝒖) = −𝜌(𝒖 · 𝒈),

𝜕𝛼1
𝜕𝑡

+ 𝒖 · ∇𝛼1 = 𝜇(𝑝1 − 𝑝2),

𝜕𝑐

𝜕𝑡
+ 𝒖 · ∇𝑐 = 0,

for component 𝑖, where 𝜀0 = 𝜎∥∇𝑐∥ is the capillary energy, and 𝒈 is the vector of applied accelerations with

𝑔𝑖 = 𝑔0,𝑖 + 𝑠𝑖 sin(𝜔𝑖𝑡 + 𝜙𝑖),

where 𝑔0,𝑖 is the background gravity, 𝑠𝑖 is the acceleration magnitude, 𝜔𝑖 is the frequency of oscillation, and 𝜙𝑖 is a
phase shift for the acceleration in the 𝑖-th direction. The mixture total energy 𝐸 is given by

𝐸 = 𝑒 + ||𝒖 | |2
2

where 𝑒 =
∑︁
𝑖

𝑌𝑖𝑒𝑖 ,

where 𝑌𝑖 = 𝛼𝑖𝜌𝑖/𝜌 are the mass fractions of each phase. Surface tension and body forces are applied only to the mixture
energy equation and not the internal energy equations because they are mixture characteristics, i.e., surface tension and
body forces do not contribute to the internal energy of each species, but only the total mixture energy.

IV. Numerical Method

A. Finite volume method
A finite volume scheme that follows Coralic and Colonius [16] solves the model of section III.B. It is implemented

in MFC [17], a GPU-based compressible CFD solver [18–20]. The computational domain is partitioned on a rectilinear
grid where each cell has dimensions

𝐷𝑚,𝑛,𝑝 =
[
𝑥𝑚−1/2, 𝑥𝑚+1/2

]
×

[
𝑦𝑛−1/2, 𝑦𝑛+1/2

]
×

[
𝑧𝑝−1/2, 𝑧𝑝+1/2

]
and grid spacing

Δ𝑥𝑚 = 𝑥𝑚+1/2 − 𝑥𝑚−1/2, Δ𝑦𝑛 = 𝑦𝑛+1/2 − 𝑦𝑛−1/2, Δ𝑧𝑝 = 𝑧𝑝+1/2 − 𝑧𝑝−1/2.

The governing equations are discretized on the rectilinear grid as

𝜕𝒒

𝜕𝑡
+ 𝜕𝑭𝑥 (𝒒)

𝜕𝑥
+ 𝜕𝑭𝑦 (𝒒)

𝜕𝑦
+ 𝜕𝑭𝑧 (𝒒)

𝜕𝑧
= 𝒔(𝒒) − 𝒉(𝒒)∇ · 𝒖, (2)

where 𝒒 and 𝑭 are the vectors of conservative variables and fluxes. Equation (2) is integrated in space across each cell
center as

𝜕𝒒𝑚,𝑛,𝑝

𝜕𝑡
=

1
Δ𝑥 𝑗

(
𝑭𝑥
𝑚−1/2,𝑛, 𝑝 − 𝑭𝑥

𝑚+1/2,𝑛, 𝑝

)
+ 1
Δ𝑦 𝑗

(
𝑭𝑦

𝑚,𝑛−1/2, 𝑝 − 𝑭𝑦

𝑚,𝑛+1/2, 𝑝

)
+ 1
Δ𝑧𝑘

(
𝑭𝑧

𝑚,𝑛,𝑝−1/2 − 𝑭𝑧

𝑚,𝑛,𝑝+1/2

)
+ 𝒔(𝑞𝑚,𝑛,𝑝) − 𝒉(𝒒𝑚,𝑛,𝑝) (∇ · 𝒖)𝑚,𝑛,𝑝
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where the 𝒒𝑚,𝑛,𝑝 , 𝒔(𝒒𝑚,𝑛,𝑝), and 𝒉(𝒒𝑚,𝑛,𝑝) are the volume average conservative variables and source terms, which for
the 6-equation model with surface tension and body forces are given by

𝒒𝑚,𝑛,𝑝 =

©­­­­­­­­­­­­­­«

𝛼1𝜌1

𝛼2𝜌2

𝜌𝒖

𝛼1𝜌1𝑒1

𝛼2𝜌2𝑒2

𝜌𝐸 + 𝜀0

𝛼1

𝑐

ª®®®®®®®®®®®®®®¬𝑚,𝑛,𝑝

𝒔(𝒒𝑚,𝑛,𝑝) =

©­­­­­­­­­­­­­­«

0
0

−𝜌𝒈
−𝜇𝑝𝐼 (𝑝2 − 𝑝1)
−𝜇𝑃𝐼 (𝑝1 − 𝑝2)

−𝜌(𝒖 · 𝒈)
𝜇(𝑝1 − 𝑝2)

0

ª®®®®®®®®®®®®®®¬𝑚,𝑛,𝑝

𝒉(𝒒𝑚,𝑛,𝑝) =

©­­­­­­­­­­­­­­«

0
0
0

𝛼1𝑝1

𝛼2𝑝2

0
−𝛼1

−𝑐

ª®®®®®®®®®®®®®®¬𝑚,𝑛,𝑝

The flux terms 𝑭 are obtained by averaging over cell interfaces.

B. Shock capturing reconstructions
Our numerical scheme requires reconstructing the conservative variables 𝒒 and velocities 𝒖 at the cell interfaces.

The left and right states at each interface are then used to calculate the flux and velocity at the interface via

𝑭𝑥
𝑚+1/2,𝑛, 𝑝 = 𝑭𝑥

(
𝒒L
𝑚+1/2,𝑛, 𝑝 , 𝒒

R
𝑚+1/2,𝑛, 𝑝

)
,

𝒖𝑥
𝑚+1/2,𝑛, 𝑝 = 𝒖𝑥

(
𝑞L
𝑚+1/2,𝑛, 𝑝 , 𝒒

R
𝑚+1/2,𝑛, 𝑝

)
.

WENO reconstructions compute 𝒒L
𝑚+1/2,𝑛, 𝑝 and 𝒒R

𝑚+1/2,𝑛, 𝑝 in order to maintain accuracy and minimize interface
smearing [6]. A (2𝑘 − 1)th-order WENO reconstructed state variable 𝑓𝑚+1/2,𝑛, 𝑝 is derived from a weighted sum of 𝑘
candidate polynomials as

𝑓𝑚+1/2,𝑛, 𝑝 =

𝑘∑︁
𝑟=0

𝜔R
𝑚+1/2 𝑓

R
𝑚+1/2,𝑛, 𝑝 .

The ideal weights 𝜔R are obtained using smoothing indicators 𝛽R. WENO reconstructions are susceptible to spurious
oscillations at material interfaces because they are not total variation diminishing (TVD). We suppress these oscillations
by reconstructing primitive variables (𝜌1, 𝜌2, 𝒖, 𝑒1, 𝑒2, 𝐸, 𝛼1, 𝑐)⊤ rather than the conservative variables 𝒒. An identical
procedure is performed in the 𝑦-direction with subscripts (𝑛, 𝑚 + 1/2, 𝑝) and in the 𝑧-direction with subscripts
(𝑚, 𝑛, 𝑝 + 1/2).

C. Approximate Riemann solver
The Riemann problem is solved using a Harten–Lax–van Leer contact (HLLC) approximate Riemann solver [21].

The HLLC Riemann solver allows for three discontinuities with wave speeds 𝑠L, 𝑠R, and 𝑠∗ in the left, right, and star
states of the Riemann solver, which are estimated using the quantities 𝒒L

𝑚+1/2,𝑛, 𝑝 and 𝒒R
𝑚+1/2,𝑛, 𝑝 . The state at the cell

interface is given by

𝒒𝑚+1/2,𝑛, 𝑝 =


𝒒L
𝑚+1/2,𝑛, 𝑝 0 ≤ 𝑠L

𝒒L∗

𝑚+1/2,𝑛, 𝑝 𝑠L ≤ 0 ≤ 𝑠∗

𝒒R∗

𝑚+1/2,𝑛, 𝑝 𝑠∗ ≤ 0 ≤ 𝑠R

𝒒R
𝑚+1/2,𝑛, 𝑝 0 ≥ 𝑠R

.

The intermediate states 𝒒L∗

𝑚+1/2,𝑛, 𝑝 and 𝒒R∗

𝑚+1/2,𝑛, 𝑝 are calculated by assuming that the normal velocity and pressure are
continuous across the contact discontinuity. The flux at the cell interface is then

𝑭(𝒒𝑚+1/2,𝑛, 𝑝) =



𝑭(𝒒L
𝑚+1/2,𝑛, 𝑝) 0 ≤ 𝑠L

𝑭(𝒒L
𝑚+1/2,𝑛, 𝑝) + 𝑠L

(
𝒒L∗

𝑚+1/2,𝑛, 𝑝 − 𝒒L
𝑚+1/2,𝑛, 𝑝

)
𝑠L ≤ 0 ≤ 𝑠∗

𝑭(𝑞R
𝑚+1/2,𝑛, 𝑝) + 𝑠R

(
𝒒R∗

𝑚+1/2,𝑛, 𝑝 − 𝒒R
𝑚+1/2,𝑛, 𝑝

)
𝑠∗ ≤ 0 ≤ 𝑠R

𝑭(𝑞R
𝑚+1/2,𝑛, 𝑝) 0 ≥ 𝑠R

.

6

D
ow

nl
oa

de
d 

by
 G

eo
rg

ia
 I

ns
tit

ut
e 

of
 T

ec
hn

ol
og

y 
on

 S
ep

te
m

be
r 

14
, 2

02
4 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/6

.2
02

4-
44

80
 



An identical procedure is performed in the 𝑦-direction with subscripts (𝑛, 𝑚 + 1/2, 𝑝) and in the 𝑧-direction with
subscripts (𝑚, 𝑛, 𝑝 + 1/2).

D. Time stepping
The conservative variables 𝒒 are integrated in time using the third-order accurate total variation diminishing (TVD)

and strong stability preserving (SSP) Runge–Kutta time stepper [22].

𝒒 (1)
𝑚,𝑛,𝑝 = 𝒒ℎ𝑚,𝑛,𝑝 + Δ𝑡

𝜕𝒒𝑛𝑚,𝑛,𝑝

𝜕𝑡
,

𝒒 (2)
𝑚,𝑛,𝑝 =

3
4
𝒒ℎ𝑚,𝑛,𝑝 + 1

4
𝒒 (1)
𝑚,𝑛,𝑝 + 1

4
Δ𝑡

𝜕𝒒 (1)
𝑚,𝑛,𝑝

𝜕𝑡
,

𝒒ℎ+1
𝑚,𝑛,𝑝 =

1
3
𝒒ℎ𝑚,𝑛,𝑝 + 2

3
𝒒 (2)
𝑚,𝑛,𝑝 + 2

3
Δ𝑡

𝜕𝒒 (2)
𝑚,𝑛,𝑝

𝜕𝑡
,

where 𝒒 (𝑙)
𝑚,𝑛,𝑝 denote intermediate states. The TVD and SSP properties of this Runge–Kutta time stepper allow for

capturing discontinuities and shocks without introducing oscillations in time.

V. Results

A. Validation
Implementation of these methods has been validated extensively against experimental results on test cases such

as shock–bubble interaction, shock–droplet interaction, spherical bubble dynamics, and isentropic and Taylor–Green
vortices [17]. The additional physics introduced in the 6-equation model with body forces and surface tension have
been validated against exact solutions for the pressure equilibration of a water droplet in air and the growth rate of a
Rayleigh-Taylor instability.

B. Interface Breakup
In what follows, we present quantitative results detailing the early breakup of a liquid–gas interface for three unique

initial perturbations. The 𝑥 and 𝑦 coordinates are parallel and perpendicular to the interface. The initial condition
is made of gas with fluid properties (𝜌, 𝛾, 𝜋∞, 𝜎) = (1 kg/m3, 1.4, 0 Pa, 0.0206 N/m) and liquid with fluid properties
(𝜌, 𝛾, 𝜋∞, 𝜎) = (1000 kg/m2, 6.12, 3.43 × 108 Pa, 0.0206 N/m) separated by an interface at 5𝜆 + 𝜖 𝑓 (𝑥) in a 10𝜆 × 10𝜆
domeina, where 𝜆 is the wavelength of the initial perturbation. 𝑓 (𝑥) is a function that describes a perturbation, and 𝜖 is
a parameter used to specify the thickness of the initial perturbation at 𝜆/20. Pressure is initialized such that is satisfies a
hydrodynamic equilibrium with a pressure of 100 kPa at the interface.

There are two initial perturbations in this study that are explicit functions of the horizontal coordinate 𝑥. These
perturbations are described by

𝑓1 (𝑥) =
1
2

sin
(
2𝜋𝑥
𝜆

− 𝜋

2

)
and 𝑓2 (𝑥) = 𝜋 exp

[
sin

(
2𝜋𝑥
𝜆

− 𝜋

2

)
− 2

]
− 0.656

where constants center each explicit perturbation at 𝑓𝑖 (𝑥) = 0 and result in 𝑓𝑖 (𝑥) ∈ [−0.5, 0.5]. 𝑓1 (𝑥) was selected as
the perturbation assumed by the linear stability analysis, and 𝑓2 (𝑥) was chosen to determine whether different smooth,
periodic initial conditions yield different interfacial breakups. The third type of perturbation is Perlin noise [23], a
procedurally generated smooth random noise often used for natural terrain generation and texturing in computer graphics.
Perlin noise is random and procedurally generated, so no explicit equation exists. Its properties make it well suited to
creating natural random interfaces and promoting asymmetric interface breakups.

Figure 2 shows the qualitative nature of interface breakup for three parings of initial perturbation wavelength and
oscillation frequency subject to acceleration with an oscillatory component 𝑎𝑑 = 64𝑔 and a constant component 𝑎𝑏 = 𝑔.
Regions in blue represent the gas phase, while regions in white represent the liquid phase. Note that for these results,
the same Perlin noise was scaled and used for all parameter pairings. The first noteworthy detail in Figure 2 is the
supposed entrainment of gas at the bottom of the domain in all three 𝜆 = 10 mm simulations. This results from the
simple extrapolation-based boundary conditions used in these simulations combined with the larger grid spacing used
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(a) λ = 10mm, F = 126Hz (b) λ = 3.5mm, F = 182Hz (c) λ = 5mm, F = 112Hz

Perlin

f2(x)

f1(x)

liquid gas

Fig. 2 Breakup of interfaces with different initial perturbation wavelengths and perturbation methods subject
to acceleration with an oscillatory component 𝒂𝒅 = 64𝒈 and a constant component 𝒂𝒃 = 𝒈.
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Initial Perturbation f1(x) f2(x) Perlin

0 0.5 1 1.5 2

(b)

Dimensionless Time
0 0.5 1 1.5 2

(c)

Dimensionless Time

Fig. 3 Dimensionless growth of interfaces subjected to acceleration with an oscillatory component 𝒂𝒅 = 64𝒈
and constant component 𝒂𝒃 = 𝒈 for parameter sets (a)–(c).

for this longer perturbation wavelength, which allow the liquid phase to be separated from the bottom boundary by
non-physical pressure waves moving throughout the computational domain. More noteworthy is the entrainment of gas
in the liquid phase shown in the 𝜆 = 5 mm case for the interfaces described by 𝑓1 (𝑥) and 𝑓2 (𝑥). The 𝑓1 (𝑥) case shows
entrainment resulting from the detachment of the liquid layer at the interface, while the 𝑓2 (𝑥) case shows entrainment
that appears more like bubbles rather than near complete detachment of the jets shown in the 𝑓1 (𝑥) results.

Figure 3 shows the growth of the interface thickness as a function of time non-dimensionalized in space by the initial
perturbation thickness and in time by the period of oscillation for the configurations described above. For all cases,
interface thickness is calculated as Δ = 𝑦max − 𝑦min where 𝑦max and 𝑦min are the maximum and minimum 𝑦-coordinates
of a contour at 𝛼1 = 0.5. The dimensionless growth Λ is defined as Λ ≡ Δ(𝑡)/Δ(𝑡 = 0). The interface perturbed by
Perlin noise grows slower for all three parameter sets than the two periodic perturbations. The reason for this is revealed
by taking a Fast Fourier Transform of the initial perturbations. The Fast Fourier Transform of the smooth random
interface indicates that it has dominant Fourier modes at lower frequencies than the explicit perturbations 𝑓1 (𝑥) and
𝑓2 (𝑥). These lower-frequency Fourier modes correspond to longer wavelengths in space. The stability analysis predicts
that in the neighborhoods around the perturbation wavelengths used for these simulations, an increase in wavelength
leads to a decrease in growth rate.

Another result of interest is the invariant response to mean statistics over time for different realizations of Perlin
noise. For this, four previously unused realizations of Perlin Noise were generated and used to separate the contents of a
square domain subject to acceleration having an oscillatory component with frequency and magnitude 𝜔 = 112 Hz
and 𝑎𝑑 = 128𝑔 and a constant component with 𝑎𝑏 = 𝑔. The qualitative features of the interfacial breakup for the four
unique realizations of Perlin Noise are shown in fig. 4, and the accompanying quantitative dimensionless growth is
given in fig. 5. While the morphological details of the interface breakup depend on the realization of Perlin noise used
to define the initial perturbation, statistical measures, e.g., the overall growth of the interface, are relatively insensitive to
the realization of Perlin noise. This invariance is further supported by the similarity in the growth of the interfaces
shown in fig. 5. All four realizations of Perlin Noise develop at similar rates and to a similar maximum dimensionless
displacement.

VI. Conclusion
The downward motion of gasses in liquids due to the Bjerknes force can significantly impact the damping and

resonance of vibrated hydrodynamic systems. This change in damping and resonance can cause hydrodynamic systems
to experience forces many times greater than expected, which can cause unexpected regions of high pressure and
deformation of physical containers. Understanding the initial breakup of the interface and the injection of bubbles is
important for better understanding these systems. Linear stability analysis is fundamental to understanding the earliest
stages of interface breakup. It aids in selecting test cases and identifying dominant modes of instability. However, this
theory is linear, so full-resolution numerical simulations are required to observe gas entrainment and bubble motion.
We show that our model and numerical method can simulate the injection of gasses into liquids. We also compare
the liquid–gas early-stage interface breakup for three different initial perturbations and show that a smooth random
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Realization 1 Realization 2 Realization 3 Realization 4

liquid gas

Fig. 4 Breakup of four unique Perlin noise interfaces subject to acceleration with an oscillatory component
𝒂𝒅 = 128𝒈 and a constant component 𝒂𝒃 = 𝒈.
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Realizatiom 1
Realization 2
Realization 3
Realization 4

Fig. 5 Dimensionless growth for the four unique realizations of Perlin noise in fig. 4 subject to acceleration with
an oscillatory component 𝒂𝒅 = 128𝒈 and a constant component 𝒂𝒃 = 𝒈.

perturbation yields similar growth behavior for several unique realizations. To reach these results, we augment a
6-equation multiphase flow model to include the effects of surface tension and gravity. The presented results will help
inform the next steps of this research, which include exploring other possible random perturbations and extending them
to three dimensions.
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