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Large arrays of small rockets are
the new standard

Interactions between nearby
rockets produce new problems

Simulation resolution is limited
by available GPU memory

More resolution = more rockets

Existing tools for shock-laden
flows are poorly conditioned at
lower precision

Lower precision and linear
numerics are faster




e 10T grid cells on BlueGene/Q

e Enabled by susbstanial CPU
memory

* Nonlinear state-of-the-art
numerics

e Time to solution ~ 1 month
for meaningful time scales

20131
(GB Winner)
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10T grid cells on OLCF
Frontier
Nonlinear state-of-the-art

numerics
 Time to solution: hours to
days
Sep. 202412 «  Compressible Today
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35T grid cells on OLCF
Frontier

Incompressible flow
Time-to-solution dominated
by all-to-all communication
Time to solution: hours to
days

Oct. 20248I .

200T cells on OLCF Frontier
113T cells on LLNL El Cap
100T cells on JSC Jupiter
Compressible flow solver
Novel numerics

Time to solution: hours to
days



* Information geometric regularization foregoes nonlinear viscous shock
capturing, enabling linear off-the-shelf numerical schemes and sequential
summation of right-hand side contributions.

* Unified addressing on tightly coupled CPU-GPU and APU platforms increases
total problem size with negligible performance hit.

* FP32 compute and FP16 storage further reduce memory use while remaining
numerically stable, enabled by the algorithm’s well-conditioned numerics.

* Reduce memory footprint 25-fold over state-of-the-art. Improve time and
energy-to-solution factors of 4 and 5.4, compared to an optimized
implementation of state-of-the-art methods.

* First CFD simulation exceeding 200T grid points and 1 quadrillion degrees of
freedom, improving on previous largest simulations by a factor of 20.



1 quadrillion = 1,000, 000, 000,000,000 = 1 x 10*°

1 quadrillion seconds = 31.7 million years



#-I\/\ode\ and numerical method
*Basic implementation details
*System-specific design
*Performance and results




Navier-Stokes equations for a single fluid

dp
E—I—V'(pu)—o,
8(50:) +V- - (puu+pl—T)=0,
oF
57 TV (E+pu—u T =0,

Old solution method:

High-order finite volume solver
HLLC Riemann solver

WENO spatial reconstructions
Requires converting between
conservative and primitive
variables for stability

Expensive, nonlinear, and ill-
conditioned at lower floating-point
precisions



Navier-Stokes equations for a single fluid

d(pu)
ot
OF

ot

dp
E—I—V'(pu)—o,

+V-(pu®u+pl—T) =0,

+V-[(E+pu—u-T|=0,

New solution method (IGR):
 Add some terms to the equation
e Solve using linear numerics and in

purely conservative variables

dp
E+V~(pu)_0,

d(pu)
ot

+V-(puu+(p+>)I-T) =0,

OF
— + V.- [(E+p+X)u—u-T]=0,

ot
) 5 X s VE
o [tr (Vu)? + tr® (Vu)|= > V (—p )



e EXaCt === LAD (current SOA) === IGR (this work)

e Existing approach (LAD) yields

""""""""""""" solutions that are not smooth to

higher orders

* Can lead to spurious

oscillations at discontinuities
and dissipation of oscillatory

= features

* |GR replaces shocks with high-

order smooth profiles to reduce
oscillations near shocks and
@ Shock problem ) Oscﬂlatf)ry problem dissipation of oscillatory features

Credit: Cao and Schafer, 2024 10

p(x)

(1) LAD v. Exact

(11) IGR v. Exact
px)




q

gt =

gt =

3rd order SSP TVD Runge-Kutta

@) — 4

RHS Calculation
( % = -V (IO'U,),
V- -(puu+ (p+X)I-T,
S =-V- [(E+p+X)u—u-T],

O(pu) _
ot

Elliptic solve for entropic pressure

Z v ) = o [tr (Va)? + tr? (Vu)|




* Model and numerical method
#-Basic implementation details
*System-specific design
*Performance and results




Block decomposition communication pattern

e HEEEEREN
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A (R (O —p L[] d —
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e EnamanEnis
P P
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Example max problem size decompositions
Nproc | Proc Disc.  Total (T)
() 128 4 x4x8 0.340
384 8 X &8X 6 1.02
1024 16 x 16 x 8 2.73

. 3072 | 16 x 16 x 12 3.18
~ (o)
DA% B Sl 8192 | 32 x 32 x 16 21.8

75264 | 48 x 49 x 32 200
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restart_data

(1 x 10%° scalars) X (16

P1

lusture_0.dat
lusture_100.dat

P2

lusture_0.dat
lusture_100.dat

bits
scalar

)/(8 x 10"

Pros:

e Simple

e Fast
Cons:

e O(10°) files for leadership

scale

simulation

e | ots of concurrent
metadata creation

bits

terabyte

) = 2000 terabytes = 2 Petabytes
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- OpenMP OpenACC
Compiler NV GPUs AMD GPUs  FP16 Atomics NV GPUs AMD GPUs  FP16 Atomics
AMD X X X X
X
NVHPC ? x *

 Modern supercomputers are procured from two hardware vendors, so portability is

important!

 OpenMP is generally better supported, but OpenACC is generally faster when the necessary

features are available
* |f we want the best performance we can get on all hardware we need to support everything

15



. j =0, OpenACC
Source code with macros Code

collapse=3, private=

Preprocessor

#:endcall

OpenMP and OpenACC are generated from one
version of source code

Developers don’t need in depth understanding of
directive tools




* Model and numerical method

*Basic implementation details

#-System-specific design
*Performance and results




Node Configuration # Nodes Memory [Node, System] Peak Power Rmax TOP500

LLNL El Capitan 4 AMD MI300A APU 11136 [512 GB, 5.6 PB] APU 34.8MW 1742 PFLOPs 1
OLCF Frontier 4 AMD MI250X GPU 9472 [512 GB, 4.8 PB] GPU 24.6 MW 1353 PFLOPs 2

1 AMD Trento CPU 512 GB, 4.8 PB] CPU
CSCS Alps 4 NVIDIA GH200 2688 [384 GB, 1.0 PB] GPU 71MW 435 PFLOPs 8

(4 Grace CPU, 4 Hopper GPU) [480 GB, 1.3PB| CPU

* All systems of interest are within the top 10 fastest computers measured by the HPL benchmark
e (CSCS Alps is “little brother” to 6k node JSC Jupiter which is ranked 3™ now

e >95% of total system memory is used on El Capitan and Frontier

e >85% of total system memory is used on Alps

e Shared critical features:

* Ability to leverage unified address space between CPU and GPU
* High performance networking and leadership class scale

18



Near Node
Local Storage

:

“Zan & Zon £ Len £ *Zon 4"
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cu |cu
|cu|cu
cu | cu
|cu |cu
‘CU‘CU C1

CPU CPU CPU CPU [
T T Lo & Tan 4" | =
CPU CPU CPU CPU
CPU CPU CPU CPU
CPU CPU CPU CPU

Zon & Zon & “Zon & “2on &

CPU CPU CPU CPU

8 GB/s/direction

CPU CPU CPU CPU

“Zan &2 & Zen & Zan 4
“Zan &2 20  2en 4" | =

&
§8 -

“Zon & Zon & Len & 2an 4"

|eu|cu

MI300A MI300A
Infinity Fabric

li ““““‘m

2 X 64 GB/s/direction Inﬁmty Cache

MI300A |- MI300A ”

50 GB/s/direction

PCle-G4 (x4)

s PCle-G4 ESM (x16)
CASSINI CASSINI

xGMI3

25 GB/s/directi
fsidirection  _ 200G Slingshot

Credit:https://hpc.linl.gov/documentation/user-guides/using-el-capitan-systems/hardware-overview

24 Zen4d CPU cores
bonded to 6 AMD XCD
chiplets

4 APUs per node
Memory is universally
addressable in address
space and physical space
Zero host-to-device
transfers to perform
because the host and
device are one
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[zsx(];;'/izkzs : Out to network Out to network :

1.2 fﬂi?&s - NiC - NIC 1

Wl 00(000,064) || 01(001,065) J| 02(002,066) § 03(003,067) § 04(004,068) § 05(005,069) § 06(006,070) § 07(007,071) ke H
00 000,008 | o2 002.05) | 03(003.067) J o4 00s,060) | 05 005.069) J 05 o0s,70) o7 7.7 | connected to one CPU via

& 000071 | 5 079 | 0100 | 00079 | 2120 | 363,01 | stonr | s o I8 36+36 GB/s links

- T e T e T e e X * 1 CPU and 4 GPUs per
node

e Each chip hasits own

B .00 | 0350 | st | 350350 | 30035101 | 570110 | 500501 | 390,10
8 100 | 0,109 | 0200 | o000 | s on | 55100 | st 10 | 9 0 P i | memory
____________________________________________________________ o e " | o Unified address space
8 s | 01 | so0m 1 | suosns | sz | s | seosn | s o M p——— made possible through
8 s | i | s in | o000 | om0 | xgen ) | caven o | oo | .
E careful memory allocation

s |Nfinity Fabric GPU-GPU (50+50 GB/s . PCle Gend ESM (50450 GB d H f HIP f b H
6‘;(231:“ — 641?1-27'“ o ( ) & en ( fs) I Out to network Out to network | a n I n I n Ity a rl C
BIB/s8 — - 2 Infinity Fabric CPU-GPU (36+36 GB/s) PCle Gen4 (8+8 GB/s) | I

PCI SW

NUMA 1

512 GB (DDR4)
(205 GB/s)

1
NUMA 3

KEY

GPU GPU
MI250X — — — . Ethernet (25+25 GB/s)

Credit: https://docs.olcf.ornl.gov/systems/frontier_user_guide.html 20



+- CSCS ALPS HPE Cray EX GH200 Node

4xGH200 NVIDIA Grace Hopper Superchips ~477 GB (CPU) + ~378 GB (GPU) = ~855 GB Unified memory

NVIDIA GH200 Grace Hopper Superchip

~117 GB Numa 0
CPU LPDDR5X

~94 GB Numa 4(-11 MIG)

<4000GB/s Tof

Hopper

Slingshot hsn0
200Gb/s (25GBI/s)

CPU LPDDRSX

WW\_\\7__LlIII
[NRINN TR LIILLL
NN 11T 777A\N_-_A 11

~120 GB Numa1

CPU LPDDRS5X

~94 GB Numa 12(-19 MIG)

'S4000GBIs Tot

Hopper
GPU

CPU Ali2all
Grace Interconnect
~75GB/s

<4000GB/s Tof

Hopper

per direction

NVLink-C2C |
GB/s per Dir
900GB/s Tot ||

450

Slingshot hsn2
200Gb/s (25GB/s)

1 1

NVIDIA GH200 Grace Hopper Superchip

Hardware Coherency

~94 GB Numa 28(-35 MIG)

NVIDIA GH200 Grace Hopper Superchip

~94 GB Numa 20(-27 MIG)

~120 GB Numa 2
CPU LPDDRS5X

———
CPU LPDDR5X

~120 GB Numa 3

CPU LPDDRSX

=
CPU LPDDR5X

NVIDIA GH200 Grace Hopper Superchip

CSCs . .
Centro Svizzero di Calcolo Scientifico SIIHQShOt SWItChes

Swiss National Supercomputing Centre connecting to other ALP

R
OC

—

Hewlett Packard
Enterprise

<SANVIDIA

Slingshot hsn3
200Gb/s (25GBI/s)

Slingshot hsn1
200Gb/s (25GBI/s)

ETHzurich J

nodes, internet,
k J storage (SSD/HDD) L

Credit: https://docs.cscs.ch/alps/hardware/#nvidia-gh200-gpu-nodes \_/\_/\/

Grace CPU and Hopper
GPU connected via 900
GB/s chip-to-chip (C2C)
link

4 CPUs and 4 GPUs per
node

Each chip has its own
memory

Unified address space
made possible via high-
speed interconnect,
though memory regions
are physically separate
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MI250x - Allocate g, on the

using hipMallocManaged and

advise runtime not to make
device copy

GH200 — Allocate g, and use
cudaMemAdvise to keep
memory on the host

Chip-to-chip
interconnect

AAA
YYY

<

—e Alloc ¢» Alloc g e—

q2 = 41 -
q1 =8(q1)

A

" q" = f(q1) )
q1 =8Cq1,92,9")

A 4

Y

q* = f(q1) )
q1 =8Cq1,92,9")

A 4

A

A 4

—
S

MI250x - Allocate g, on the
GPU using hipMalloc and
advise runtime not to make a
host copy

GH200 — Allocate g, and pin
memory with cudaMemAdvise

e GH200’s 900 GB/s link allows for storage of £ and X, on the host as well, further

increasing problem size
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* Model and numerical method
*Basic implementation details
*System-specific design
#-Performance and results




Grindtime

Device Baseline IGR IGR

v (in-core)  (in-core) (unified)
GH200 16.89 3.83 418
MI250X GCD 69.72 13.01 1981 T
MI300A 29.50 f— 721 ©
GH200 *N/A 2.70 281
MI250X GCD *N/A 9.12 13.03 T
MI300A *N/A f— 419 °
GH200 *N/A 3.06 3.07 3
MI250X GCD *N/A 22.63 2471 &
MI300A *N/A [ 17.39 &

*Numerically unstable; TMI300A is always unified

Normalized by nanoseconds/grid cell/time step

Baseline numerics unstable in lower precision
AMD mixed precision slow due to using AMD’s
beta compiler and a pre-release of NVHPC SKD
25.9

~9% overhead in double precision on NVIDIA
due to compiler regression

<5% slowdown in single and mixed precision on
NVIDIA thanks to 900 GB/s link

40-50% overhead in double and single
precision on MI250x due to slower 36+36 GB/s
link

Up to 6x reduction in time to solution
24



Power
El Capitan  Frontier Alps
Energy (W) “\ris00A)  (MI250X)  (GH200)
Baseline 15.24 10.67 9.349
IGR 3.493 1.982 2.466

Calculated by sampling nvidia-smi and
rocm-smi to get a steady state wattage
and then multiply by time

Measured in in double precision for an
apples-to-apples comparison

Findings show power consumption is
proportional to runtime as a first-order
approximation

GH200 uses more power with novel
numerics than current state-of-the-art,
but algorithm is faster

25



- - - Ideal | Full System —&— USM —e— UVM

_ 20/ @ El Capitan MI300A) __.--=4 | * 8-node base case does internode communication
2 - == N : : : :

?53 26 | in all three physical dimensions
4 ] . . . . .

& 2 | ¢ Higher efficiency results in shorter time to

solution for a given problem size

Actual Speedup

Effici =
— cieney Ideal Speedup

Speedup

Strong Scaling Efficiencies

o | Systemn | Base | 32x Efficieny Full System
i 1 El Capitan | 84B 90% 10000 Nodes ~ 44%
» B Frontier | 170 B 90% 8192 Nodes 45%
| |
2023 1 55 26 27 25 29 510 Al Hl2 13 old Alps | 134B 86% 2048 Nodes 78%

Number of Nodes 26



- -- Ideal @Measured | Full System

1.5 — S - ¢ 16-node base case does internode
|| ---@---@---@---@----@ == o communication in all three physical
05l | dimensions (and makes for nice spacing)
s 0 (@) El Capitan (MI300A) . 1 | e Efficiencies are all approx. 100%
E 1.5 T TTT] T T TTT] T T TTT] T T TTT
Z || @ -0 ---@---@----@---Q Efﬁciency:Tbasecase
g T
205 -
é \(\b\)\ ﬁI'OIltleI' (TI"GI‘lt‘O \#MIQ{SOX)\ Lt I [
5 0 Weak Scaling Efficiencies
Z 1.5 T T T T T TTT T T TTT T T T TTT
| | | System | Base  Max | Increase Efficiency
|| ---@---@---@---0---0 R
05| | El Capitan | 168 B  113T 672 % 97%
| (©) Alps (GH200) Frontier | 341 B 200T 588 X 99%
0 | 102 I 103 L1 104 L1 105 A_lpS 268B 38T 143>< 99%

Number of Devices 27



FP16/FP32

FP64

FP32

FP64 (baseline numerics)

FP64 and FP32 visually
indistinguishable
FP16/FP32 is visually
different, though the main
flow features are captured
Numerical error leads to
early onset of
hydrodynamic instabilities
FP64 baseline has grid
aligned artifacts due to
gird aligned shock
capturing
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3.3 trillion grid cells
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* NVIDIA compilers are great, but they let you do a lot of things
that aren’t in the standards, so supporting new compilers can
be challenging

* Compiler support for directive-based programming with
lower floating-point precisions is still developing

* Heterogenous architectures are cool and allow you to do
some interesting things

* Doing something no one has ever done before is difficult and
time consuming
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